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Beyond Data.

SeRP UK is operated as a private research cloud and as a
multi-tenancy model which means you control how and who
uses it all under one pricing structure. It lets you build
economies of scale and offers a cost-effective data

SeRP Canada supporting” héalth management and governance environment for users whilst
services in the Department of Health for also enabling them to be part of the SeRP UK ‘research
British Columbia (BC). Enabling projects community.

across BC, through easier dataset
querying, wider access to the Canadian
Ministry of Health data (Health Canada)
thereby streamlining the data ‘access
process. Sharing datasets across BC
Health Boards in a safe, secure.and
governed environment within British

Columbla SeRP 'Australia supporting Australian.Government
Department of Health and Monash University for utilising

data from hundreds of clinical trials, medical "and

Over 1'900 data users population health studies and patient registries to offer
located 1N 1Mmore than 150 approved researchers ground-breaking access to complex
: - healthcare data to better understand a host of disease
Organlsatlons gIOballY burdens faced by Australia including cancer,

neurodegenerative disorders, heart disease and mental

JSerP
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What is SeRP UK?

Provider of TRE services to research programmes

1 TRE = n users + x project + y datasets

IserP




SeRP: Public Funded TRE Provider
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High level Overview

Trusted Research Environment

Trusted Third Party

Demographics

Safe People
Only trained and specifically accredited
researchers can access the data
m /""f—-_ -
Trusted Research Environment @ Safe Projects
[ ! |
\
/ e v Application \\
I]IL approval
/ pProcess
v
.Il
Anonymised

data

| Permissions set
// SAM
® Data

- '
&=
o5

Data is only used for ethical, approved research
with the potential for clear public benefit

Safe Settings

T

Access to data is only possible using secure
technology systems - the data never leaves the TRE
Dutputs
checked

®
(e
IOF
ﬁ%ﬁ: Safe Data
—
(®)

Researchers only use data that have been
de-identifed to protect privacy

Safe Qutputs
% Dementias

Platform

All research outputs are checked to ensure
they cannot be used to identify subjects

T: +44 (0) 1865 613166 | E: dpuk@psych.ox.ac.uk | dementiasplatform.uk
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Transition to Trusted Research Environments

Why are they important?
+ . O
o "

TREs make research safer. TREs help make research TREs provide a
Making data available through efficient, collaborative and researchers wil
a TRE means that people can be cost effective, providing rich location to ace = reres i e
confident that their personal data that enables deep insights datasets. The ¢
health data is accessed securely which will go on to improve toolsareallin
and their privacy protected. healthcare and save lives. like a secure re

0\

lllllll

A summary of the Goldacre Review recommendations
(‘Better, broader, safer: using health data for research and analysis’)

More recently: Sudlow Report
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Everybody building a TRE
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Starting to see Standard Definitions of TRE

SATRE: Standardised Architecture for Trusted

Research Environments
A DARE UK Driver Project

EUROPEAN OPEN

SCIENCE CLOUD

"'.O EOSC ENTRUST

European Network of Trusted Re ch Envi
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Data Collection and Registers =
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REGISTER

We ask a set of questionn)|

+ *TB| e

Hospital Anxiety and Depression Scale

ime round we are asking you al

Used for; This g is 1 your level of aniety or

as our interest continues to grow in I
depression at the time of completion.
a long questionnaire and you may re
asked it before. The journal article t Tickthe bos beside the reply that s cosest 1o how yois have been feeling i the past week, Dortt take too ong
on the previous answers can be seen) over your replies: your immediate s best.

Time it takes: Around 2-5 minutes. We ask this questionnaire once a year and it contains 14 multiple choice
questions

may see a serles of questionnair:
Fatlgue and Physical Function. You

* Trials Delivery Framework

1 eel tense or Wound up”

to see if anything needs updating, su
changes in medicatian.

© From time to time, accasionaly
O Motacal

Thank —
Bladder Management. Jmins
‘Work and Productivity

Overall Health
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What do we mean by
Federated Analysis



Formal

Definition
Coming

Federated Architecture Blueprint

DARE UK Delivery Team

120 pages of indulgent fun
Version 2.0b draft January 2024




Useful to consider
“sensitive data” is the
focus

Open data can be included
but does not need most of
the same controls




Working Definition

Federation is the joining or making available data from more than

one Trusted Research Environment
[for the purpose of doing science]

The mechanics of a federated infrastructure must still implement
ALL the “5 Safe’s” but in a network sense, while fulfilling the
requirements of the connected endpoints




Reason for federation
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Been a potential problem for a while (2014)

Everything outside is vulnerable JISC “SafeShare” Project
before its time

* End users / access — have to let people in
* External systems / data suppliers

@h @ he

CROM me—— T

s e 1o <0

Creating Silos e | o of

* How do you work together ?
* How do you share data if you never data out ?

We need to trust each other and create tunnels for safe passage of data/access/people



Two Approaches

Data Pooling Federated Analytics
+learning




Data
Pooling

Data pooling, where
approved datasets or data
extracts are moved between
TREs, pooledin a single
location and optionally
linked, before being provided
to aresearchteamas a
project. Analysis tools and
resources are provided at the
pooling location to support
the project.

...........
-

Data TRE1

=

ooooooooooo

Data TRE?

=

oooooooooo

Data TRE3

Y data

Index
service 1123
Analysis TRE

=

[ Project ]




Federated Analysis:
Direct Querry

The “query” here is fully encapsulated
in the request from the analysis TRE;
no additional information or external
software is needed by the data TREs to
execute the query. The actual query
may be simple (e.g., an SQL COUNT)
or it may be a complex object
containing partial training results from
a machine learning model

Data TRE1

u engine

Data TRE>

il Query
u engine

Data TRE3

il Query
u engine

- - -

==y Qquery
\

S wm------

Analysis TRE

response

)[ Project ]




Federated Analysis:
Indirect Query

Federated analytics using job submission:
a job request is created by researchers on
a project and sent to participating “data
TRES”. Again, the datasets (D1, D2 and D3)
remain within their provider organisations.
To execute the job query, the TREs must
download the actual “analytical payload”
(a workflow, for example) from another
source, run it, and return the response to
the originating service.

Data TRE1

- gm
u engine

.
----------

.........

--------------------------------

Data TRE»

A ((Job
m engine

................................

Data TRE3

Job
engine

analytical payload

’

» - -

vy query

service | workflow

Analysis TRE

response




UK Proof of concept: Phase 2 in place

(Oata TRE4

index
! Data TRE4
-
&=
§ .
| ‘ '
- = '
Data TRE2 = < Data TRE ) Anatysis TRE
'l - ANayss IR N
_____ J Query ' .
i 02 \ e 3—" rea—r Progect
Jesponse

H L}
i |pstaTRES Data TRE3 '
ey a '

e’ uery 1g ...

Data Pooling Direct Query Indirect Query

‘ DARE: TELEPORT \ DARE: TELEPORT DARE: TREFX

DARE: Federation Phase 2

rederatea Learning



DARE-TELEPORT
“eyes on”




Connecting two Major National TRE’s :
Establish FederatedMData for research

2
? %5 /
§ ‘
& : Public Health'%
P Scotland
' -~ r

_|lepcc

# g2 e
Kt

National Safe Haven
For Scotland (5.4m)

National Safe Haven
For Wales (3.3m)
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Inter TRE plumbing

To allow data to be visible to each other and enable inter operability
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POLICE "&E BOX

“POP-UP TRE”

Ephemeral Project
Specific TRE

Socialising the idea of
“popping-up” in either national
TRE and being able to access
the data from either

* Consistent capability

* Consistent governance

* Consistent user experience

* Keeping existing TRE
approaches
(no changes)
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Multi TRE: Single Pane of Glass
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* See each TRE as a database in the same system and be ) formaton schern
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Inside a TRE or WWW

/ "workspace" - single project \

Pop-up TRE | Polystore
- DB {...

Egress
s

\_

/

Direct networking / VPN

/ Endpoint \
TRE/SDE/Data providers
Data <

loader

\ 4
4 Endpoint )

TRE/SDE/Data providers

4 Endpoint )

TRE/SDE/Data providers




DARE-TREFX
“eyes oft”




Inside a TRE or WWW

"workspace" - single/multi project\

Job EZ|[ RO-Crates |(Transparency
Submission iml O\

N

/

TN

REST API (www or vpn)

[ Endpoint N

TRE/SDE/Data providers

/ Endpoint \ 4 Endpoint )

TRE/SDE/Data providers TRE/SDE/Data providers

([N

vNext



TRE-FX i

Xn

TES ——P| GA4GH TES S3 |« 1
Fetch (timer)
Submission Layer < & Up(date
U v
P Check Check EGRESS PPl S3
E
TRE Agent
TRE Agent .

v 0 T

Alter & Inject

- Run and

= oo]| —/
£ Monitor 41 _“'@‘E.

TES-K FUNNEL (VM)
FUNNEL (HPC)

TRE Agent Que @ é Tracking

TES | (Tes) | TES
E1

= E3

3rd Party
? Azure native




ELIXIR TESK (documentation)

creates
inorder -

creates

creates
on-demand

TES task

creates

O G e s s s s St S S e s e et s S s e e e e s o e i S s s S s s

"name": "MD5 example",
"description”: "Task which runs mdSsum on the input file.",
"tags": {

"custom-tag": "tag-value"

3
"inputs™: [
{
"name": "infile",
"description”: "mdSsum input file",
"url": "/path/to/input_file",
"path": "/container/input”,
"type": "FILE"
}
1,
"outputs”: [
{
"name": "outfile",
"url”: "/path/to/output_file",
"path": "/container/output"
}
1,

"resources”: {
"cpuCores™: 1,
"ramGb": 1,
"diskGb": 100,
"preemptible”: false

T
"executors": [
{
"image": "ubuntu”,
"command": [
"mdSsum”,
"/container/input”
1,
"stdout™: "/container/output”,
"stderr": "/container/stderr",
"workdir": "/tmp"

b



Even when extending: its still GAAGH TES

@ Enabling reproducible, transparent research
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Executable Discoverable Reproducible

©}

!
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(Z.S) researchobject.org

https://www.researchobject.org/

©

CERS

=0

1
-

Crate Packer

TNebhook

3 Components
« Crate out
+ Trace Activity
- Crate translator

Link into external initiatives
- Crate UI builder
- Crate Visualize

TES
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v v

GA4GH TES S3

l crate

O

Check

Que

(=) @) ()

Tracking

Fetch (timer)
& Update

(&3

E2

.Y

Check EGRESS | S3
v M
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v
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How to build analysis

when eyes off

SANDBOX of TRE

* Direct Data access
* Subset locally

 TELEPORT to all sandbox
endpoints

OpenSAFELY - provides sample
data, a key part of the solution
(GP only datasets currently)

+++ support training



DARE-TREFX

@
- ]

\ [
)
/

Technically difficult for end users

Send “Query” to Endpoints

See only metadata

Normal Governance

Egress / Disclosure control outputs

Combine “Results”

Extremely similar to OpenSafely

DARE-TELEPORT

Technically difficult for TRE’s

‘i’i‘ Access “Data” from Endpoints
@ Seeall data

Normal Governance

"o
Jo
/

A Combine / Join “Results”

& Egress Combined “Results”

TRE business as usual



EGRESS: Safe Outputs

Jurisdiction, Control & Responsibility stop at the border

shutterstock.com - 2271309905



Federated
Learning




nceptual model

TELEPORT

Mesh Network
(Task 2.2)

Mesh Connector
(Task 2.3)
SACRO (Task 2.4)
Five Safes RO-

Crate (Task 2.5)

Agreements / Contracts [ 2 &

Compute and
Execution Layer

>
Agreements / Contracts =
information Governance &
Data Access Layer

Compute and S
Execution Layer

TREFX

Research Registry  Projects/Methods  Data Use Register  SSafes RO-Crate

Front Door TRE

TRE Environment  Models/Analysis
Agreements / Contracts

Information Governance

Director

Compute and
Execution Layer

Federated Learning




Director
(future)

e Create interconnected
sites

* Create data planes

* Install required software
to data planes

Github




Director (future

-
@ DIRECTOR

~

Simon Thompson

Features

Consortium

0Gs)
OGS
OGS
0Gs)
0Gs)
0Gs)
0Gs)

Lead Organisation Partners Features Agreements

DARE UK: TRE-FX
DARE UK: TELEPORT
Vantage 6
DataSHIELD
OpenSAFELY

Open FL

BUNNY

Flower Al

CogStack

FRIDGE

Federated Analysis, send workflow payloads to TRE/SDE'’s

Federated Dynamic Data pooling, provide combined data view across TRE/SDE
Federated learning platform

Federated analysis with safe data capabilities

Federated analysis of primary care data

Federated Learning platform, supported by Intel

Federated Discovery against OMOP data

Federated Learning framework
Free Text analysis and processing, data prep and analysis

Federated access to HPC and large scale compute resources



Inside a TRE or WWW
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Job E‘"Z/] Transparency

Submission
\ J |Fed Learn| \ O\/

o e ) v Y
RO-Crates ﬂﬂ Egress

"workspace" \
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REST API (www or vpn)

Endpoint
TRE/SDE/Data providers

A

Endpoint

TRE/SDE/Data providers TRE/SDE/Data providers

Endpoint

y

Runtime Endpoint
Information Exchange

0a

y

VPN/Network / MESH




Federated
learning

* Federated Learningis nottheissue,
itis WHAT data gets passed over the
borders

* This often depends on what analysis
is being done and how it’s approached

Which is often not defined till access to
the data to explore what’s possible

Q®O0

Update
Upload
parameters
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O
C
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®
C
T Training
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Model
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------------------------------------------------------------------------------

Centralised

@C;JDISMMC the Trained Model

B T T T

_____________________________________________________________________________

Hierarchical

Different federated learning architectures [1].

19 June 2025 Anwar Gaungoo, Centre for Health Informatics

Swarm / P2P
B8

2.Agrregate the
receive models

-

2.Agrregate the
receive models

3. Retrained the
Model

o 9 o o
00 O O
L . o TR T
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3. Retrained the
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e 0 o
ﬁ‘ 0.0 @
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3. Retrained the
Model
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0 0 O ©
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® 4. Distribution




Party A

sample space
1

Party B

feature space label

(a) Horizontal Federated Learning

1

Party B Party A

sample space

Y
feature space label

(b) Vertical Federated Learning

Diagram of vertical and
horizontal federated learning
paradigms [2].

PartyB =

sample space

T
feature space label

(c) Federated Transfer Learning

We will focus on centralised, horizontal federated learning

Simpler — less complexity compared to vertical federated learning or decentralized models
Aggregation is simpler in both communication and coordination — algorithms and architecture
Centralised/hierarchical is good for keeping federations separate and managed

These architectures are supported by most established frameworks (FLARE, Flower, Vantage6,
Datashield, Bitfount, etc.)

Centralised can be scaled well using hierarchical architecture

19 June 2025

Anwar Gaungoo, Centre for Health Informatics
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* Allows data to be operated on without the data itself being disclosed
* Increased privacy

* Allows for federated analytics and learning with less trust (e.g. less trusted data
nodes, HPCs)

* May allow for certain analyses that would be otherwise disclosive

Fully Homomorphic Encryption in practice Illustration of homomorphic encryption

3]

{ Trusted environments Less trusted environments

oD

as

Resultant Numbers
data decoded from
plain text

v" Only the has access to the private key and has the privilege to decrypt

19 June 2025 Anwar Gaungoo, Centre for Health Informatics a7



s
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enc(a) + enc(b) = enc(a + b) enc(a) x enc(b) = enc(a X b)

e Several different schemes, but a simple (somewhat) homomorphic scheme for
encrypting bits is this [6]:

enc(m)=RXp +7rx2 +m dec(c) = (¢ mod p) mod 2
where R >p>r R,preZ™

p is the secret key (large prime), and R and r are random numbers.

* Adding or multiplying two encrypted numbers gives a result in the same form as an
encrypted number

* When decrypted, the terms with p become 0 due to the mod p
* Terms with r become 0 due to the mod 2, because they are multiplied by 2

19 June 2025 Anwar Gaungoo, Centre for Health Informatics 48



* Inclusion of the error term makes the size of the encrypted result grow with every
operation!
* If the error term gets as large as p, the scheme fails and the data can’t be recovered.

enc(a) X enc(b) = Rip1Raps + Ripimso + miRaps + mims

2m17“2 + 2R1]?17“2 -+ 2T1R2p2 —+ 27“1m2
+4r179

ERROR >

* Asthe size approaches the limit, the result can be “bootstrapped”

e This is typically re-encrypting the already encrypted result

* It’s like a repeater in a digital signal —a new signal is created from the degrading
signal, but the new signal is clean

* [t can be slow —really slow!

19 June 2025 Anwar Gaungoo, Centre for Health Informatics 49



* Levelled HE schemes exist —the idea is that we can avoid the highest computational
cost by not bootstrapping, just avoid doing too many multiplications

* This can be supported for analytics and learning, when running inference — up to
shallow neural nets.

* Deep learning inference will use too many multiplications.

* Training will use too many multiplications, but we can usually train in plaintext

19 June 2025 Anwar Gaungoo, Centre for Health Informatics 50



19 June 2025

CE@ Private HE kew
Setup:
1. The analytic request is defined. <
2. The client generates the private Aggregator | [« ]
key and shares the public key and (Untrusted) Public HE key
request with the aggregator and % J

the parties.

Party 1 -
- -
Public HE key Public HE key

PaﬂyZ - e
\ o=

Party n-

Public HE key

3. Parties perform the
computation (analysis or
inference) locally, in plaintext,
and encrypt their partial result.

Party 1 o

Public HE key ’l\,\l’ublic HE key @

in plaintext L—

e

o A Computation__s
Qb
g ” I

‘ Aggregator | @
(Untrusted) | public HE key

Partyn-

Public HE key @

Encrypt result \)
=

Party 2 - wee

—~—

4. Each party sends its
encrypted partial result - %
Aggregator | @

(Untrusted)

/i

[}

Party 1 -‘ ‘ Party 2 -

Public HE key
.

Party n -

5. Aggregator uses its public
key to fuse the local analysis
results, obtaining the
encrypted result, and sends it
to the client.

rctieng Private HE ke%

. =liusion (

Aggregator
(Untrusted)

P
Public HE key

Party 1
=

Party n-

Party 2 - wes

private key.

obtain result

/N .
(Client)  Private HE keﬁ

P
(Untrusted)

\ )

‘ Aggregator

Party 1 -

[« 2

Public HE key

Party 2 . e

o

Public HE key

Public HE key

Party n -
>
Public HE key

. (- " "
PUbllc HE key PURGERERSY EutlahE; Public HE key Public HE key Public HE key
6.Client decrypts final result using the Decrypt and Take aways:

1. The aggregator doesn't learn final or
intermediate results.

2. Only the client gets the final result.

3. Nobody gets intermediate results, except
the party who has the data.

Anwar Gaungoo, Centre for Health Informatics

Diagram of
analysis and
inference scheme
for machine
learning models
using
homomorphic
encryption,
adapted from [4].

51
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3. Parties train locally with the ( Aggregator | >
model In plaintext, extract .
model updates and encrypt (Untrusted) | public HE key
Set up: \ them
1. Parties share a HE private Aggregator [+
key, and share with the (Untrusted) | public HE key
aggregator a public key b -
2. Model to train is defined Party 1 = Party 2 - Party n [
Private HE key 5 —___Private HE key Private HE key
‘ Bnt ﬁ jk
J RS
Party 1 Party 2 aes Party n P Trainin: 222
- B Extract Encrypt model update ~
L - - ), - ( e. n ulaunlex(L model update [::/) /)
Private HE keﬁ Private HE ke%} Private HE ke\k/ﬁn i ; -,
5. Aggregator uses its public
2 4 M key to fusion the encrypted
4. Each party sends its Aggregator = model updates obtaining the (
encrypted model update . (Untrusted) | pyblic HE key new encrypted model, and Aggregator 0"'
S sends it to parties | _Publlc HE key
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Federated
learning

* Federated Learningis nottheissue,
itis WHAT data gets passed over the
borders

* This often depends on what analysis
is being done and how it’s approached

Which is often not defined till access to
the data to explore what’s possible

* Homomorphic Encryption
approach (if possible)
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learning

* Federated Learningis nottheissue,
itis WHAT data gets passed over the
borders

* This often depends on what analysis
is being done and how it’s approached

Which is often not defined till access to
the data to explore what’s possible

* Synthetic data could allow this to
be defined for a full approval and
switch to “real” data
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Future: Provide
capability to all
partners

* Getthe plumbing sorted

* Develop the governance
and operating models
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